
RP8601
What Can We Learn from the Past?
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The Computing Hardware Crisis in the 1980s
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Background
”Maskinvaran inför 80-talet”
Gunnar Carlstedt, 1980

At this point Carlstedt has developed 
7401, a RISC CPU for the SAAB J37 
Viggen hunter aircraft, later refined, but 
never deployed into 7503, a CISC-type 
CPU with cache and unorthodox 
memory architecture intended for the 
experimental aircraft B3LA (a project 
which was terminated but related to 
JAS 39 Gripen), and a workstation CPU 
architecture called 8000 (1977).

Part of the reason for pursuing Swedish 
CPU architectures was the Cold War 
export embargo. (Remember the 
DataSAAB debacle...)

Let's take a quick look inside.
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“Hardware in the 80ies”
● The book summarize a lot of familiar concepts, such as VLSI, and 

some now failed technologies that ”seemed like a good idea at the 
time” including magnetic bubble memories.

● Enhancements to current architectures such as pipelining is 
discussed.

● Notably Out-of-Order execution, speculative execution and branch 
prediction, as well as superscalar VLIW and MIMD is not 
mentioned at all.

● The last two chapters 8 and 9 are the real interesting ones. Here 
Carlstedt points to recent developments where researchers at MIT 
try to modify both hardware and programming languages to achieve 
massive parallelism.
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“A New Computer Architecture is Imminent”
Array Processors – Also called vector processor, pioneered by Cray, 
nowadays found in any SIMD MMX/SSE ISA or GPU.

Reduction Machines – Trying to eliminate the use of addresses and just 
arrange computation in time and according to desired logic.

Dataflow Architecture – this is a hardware paradigm using the language ID 
which is actually very similar to the VHDL and the CAL Actor Language, 
executing programs stored in CAM (Associative Memory) instead of using a 
program counter a reference to the next operator is stored.

Database Architecture – this hardware paradigm build on the idea that the 
CPU is closely coupled to external storage and process data directly from/to 
storage. This is gifted to the bubble memory paradigm where all data stored 
has to be rotated to access any given bit.

Clearly Carlstedts favourite bets are the Reduction Machines and the Dataflow 
Architecture.
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Carlstedts Conclusions 1980
● Current architectures will not scale if processing speed increase slower 

than processing power (Carlstedt assumes a gap of two magnitudes 
between processing speed and memory size.)

● To process this amount of data a distributed architecture is necessary.
● A combination of reduction machine and dataflow processor with ordered 

queues (note similarity to Actor concept) is the best way forward.
● The shortcoming of dataflow machines is described as the restriction to 

keep a separate program memory, instead program and data should both 
be stored in an associative memory

● At this point Carlstedt starts talking about I/O ports between the dataflow-
reduction machines and I loose him. He concludes:

● ”[The reduction-dataflow machines] will see memory as a shift register 
where data can be inserted anywhere inbetween existing data and be 
removed in the same way. By devising such an architecture along with a 
number of ALUs on a VLSI a new type of computer can be invented, which 
has all desired properties we want from a system. It is associative and can 
implement databases and execute syntax trees, it has extreme parallelism. 
It has no data locality and is suited for VLSI. Further these computers can 
be stacked using rings or busses (...)”
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“What I've Said is from the Heart”
RP8601 literally means Reduction 
Processor project started 1986, no 1.

Carlstedt Elektronik AB founded in an 
old supermarket in Partille, close to 
where Gunnar Carlstedt lives. Main 
driving people seem to be Carlstedt 
and Erik Tengvald.

From this article it is clear that the 
intended application area is again in 
embedded automatic control in fighter 
aircraft, and that programms will be 
written in the language ”H”.

”H can directly express a significantly 
larger part of reality than common [i.e. 
imperative] languages.” (Note that 
inteviewees know what reality is, i.e. 
they have an ontology.)
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5 Years Later, October 1994
The company expands to 50+ employees and 
quickly need to seek external financing.

The Wallenberg Venture Capital firm Incentive 
invests 160 MSEK in Carlstedt Elektronik AB in 
1992, thanks to Curt Nicolin.

In October 1994 they pull the plug. By 
coincidence Nicolin retires the same year.

At this point the company appear to be 
dominated by Bertil Engman (CEO) and Staffan 
Truvé (project lead).

The company files all its inventions as patents 
and is put to rest, a spin-off named CR&T 
(Carlstedt Research & Technology) is created. 
This company is financed by Venture cap Bure 
and works as technology incubator – but not on 
reduction processors.
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“This is Still the Way of the Future”
The people involved in Carlstedt 
Elektronik AB and RP8601 do not 
generally describe it as ”failure” (at least 
not in media) but as an idea ahead of its 
time, killed by short-sightedness.

2001 Gunnar Carlstedt published 
”Resursteori för multiprocessorer” on his 
website, and 2011 he published ”RP8601, 
a complete applicative processing 
concept”

Paradigms changed:
- Now memory scaling is not claimed to be 
the driving factor, instead it's program 
complexity
- Invented the term ”applicative 
computing”



THANK YOU
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